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Service requirements box 

Stability token 

Knowledge token 
There are six guilds around the 

outer edge of the centre board 

Release indicator Motivation crystals 

Platform life-cycle management 

Problem management 

To secure a more reliable performance from your 

service you may choose to investigate in depth, one of 

the areas in which you have previously had an 

incident. This takes a concerted effort but results in a 

more stable and better understood service.  

With problem management a node on which there is a 

success marker, indicating a recently solved incident, 

can be further investigated to find the root cause and 

to prevent reoccurrence of the issue. 

The Root cause analysis action allow you to perform 

this activity and results in added stability at the node 

plus additional knowledge or stability at one random 

node in the same service. 

“Root cause analysis” 

backlog item Success marker 

Service level management 

The service level  is defined prior to the scenario with 

the impact of the service level being reflected in the 

service level information box. This element is used to  

determine the severity of incidents and how many 

minor incident can be allowed to exist before action 

becomes mandatory. 

Knowledge management 

Knowledge management is an important element in 

the game. Over the course of the simulation you will 

be developing the knowledge within the company and 

leveraging that knowledge to be more effective in your 

activities. Knowledge management is also featured in 

the use of guilds within the simulation to highlight the 

need to further share knowledge with your peers.  

Knowledge about a service can be published after 

solving an incident through the “Transfer knowledge” 

action, by performing a root cause analysis or by 

performing research into the service to “Gain insight”. 

A knowledge token is placed on the associated node 

of the service in question. 

Once five or more knowledge tokens are in place, the 

level of knowledge increases the amount of effort 

available in each sprint—effectively making your 

DevOps team more effective. 

Whenever a knowledge token is placed against a 

node, a guild contributor may also be placed into a 

corresponding chapter.  

“Gain insight” 

backlog item 

“Transfer knowledge” 
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Release management 

Over the course of a game, each team is aiming to 

create two new releases of their service and 

collectively to create one new release of each of the 

shared services. 

A release is created over three development steps 

with a Development token being placed for each step.  

The timing of the release can be important, especially 

if some elements are left untested. However, the final 

release also returns the development and testing 

tokens for reuse. 

The final release step is also performed with the 

Develop release action with a stability token being 

placed on the release indicator. 

See also: Service validation and testing  

“Develop release” 

backlog item 
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Service validation and testing 

When the development phase of a release is 

completed it is still untested and if put into production 

will cause disruption to a number of nodes, reducing 

the stability at the nodes. Initially, three nodes would 

be affected but this can be reduced by continuing to 

perform a “Develop release” action and this time place 

a Validation & testing token. 

When releasing into production, the number of 

untested nodes will face disruption and lose stability. 

See also: Release management  
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Strategy management 

You have a pre-defined mission in the game, namely 

to deliver the most business value and to create new 

releases of your service.  

There are a number of ways to achieve this goal. The 

alternatives can be discussed within each team of 

players and between the players and the facilitator. 

Each team’s decided strategy should be written down 

and reviewed/adjusted at the end of each round. 

Relationship management 

There are three main relationships at play in the 

simulation, the one between you as a service provider 

and your business users, the one between the various 

DevOps teams and the one with the IT management 

as a whole.  

The former is played out with the engaged user 

representing the most important change requested by 

your user base. If you fail to satisfy this request you 

will receive an unhappy user—bad news. 

The DevOps teams may help each other out by 

transferring effort in exchange for motivation crystals. 

Within the IT management you have influence which 

you gain by working on the shared services and by 

working with the guilds. 

There is also a real-world relationship in the game 

itself; between you and the other players. 

Disappointed 

user 

“Gain influence” 

backlog item 

Availability management 

The instructions on how to maintain the availability in 

line with the service level is, in part shown in the 

Service requirements box and in part controlled 

through the rules of the simulation. 

Actioning an incident is mandatory whenever there is a 

major (critical incident) or when the number of minor 

(non-critical) incidents exceeds the quantity indicated 

in the information box 

See also: Incident management 

Architecture management 

The services are represented with 5 nodes, one for the 

application or UX/UI area and four for different 

supporting platforms. This is an overview of the 

architectural design of the solution. 

The underlying platforms are life-cycled during the 

course of the game. 

Software development and  management 

The simulation has, as a recurring element, the 

improvement of the software and the impact of testing . 

This is the background behind both the “Improve 

service” activity as well as the “Develop” activity (see 

release management). 

Risk management 

The next platform to be life-cycled is known to the 

players and they have time to prepare in order to 

mitigate the disruption that will be generated.  Risk of 

disruption is also present when deploying a release 

that has not been fully tested or when improving the 

service (an untested activity). 
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Incident management 

Standard Major 

After receiving incidents through the service desk 

practice, incident management sets out to minimize 

the disruption caused to the service in line with the 

agreed service level. Incidents are classified as major 

or standard with major incidents requiring immediate 

action. The number of standard incidents permitted on 

a service is in line with the requirements specified by 

availability management. Once this number is 

exceeded, the standard incidents must be addressed 

to reduce the number back down to an acceptable 

level.  

An incident is created when the service loses stability 

at a node that has no stability token. 

The criticality is determined by the result of a dice roll 

against the Service requirements box. 

An incident can be either major (critical) or standard 

(non-critical). 

See also: Availability management 
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Change control 

Identified change requests are prioritized and the most 

significant request in each service becomes an 

emergency change request on a specific node. This is 

represented on the game-board by an orange 

“engaged user”. 

This is carried out for each service at the start of a 

round. 

The requests that are less significant will be added to 

the backlog for the next release and incorporated into 

Continual improvement 

Within the simulation there is a backlog item for 

improving the service. This may be done in answer to 

a requested change or as a way to increase the 

stability of a node. 

Within the simulation, improvements cause a loss of 

stability somewhere. This is to reinforce the need for 

testing . 

See also: Service request management 
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Service desk 

Behind the scenes, the Service desk is receiving 

requests from the business covering a range of 

changes.  
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Monitoring and event management 

The performance of your service and the underlying 

infrastructure components is being monitored and 

assessed against defined thresholds. When a 

threshold is breached, an event is generated. 

Depending on the type of threshold and the degree of 

breach, the event may be defined as Informational, 

Warning or Exception. 

In the simulation, exception events may be generated 

as a a result of life-cycling activities on the 

infrastructure platforms. 


